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The paper describes the spatio-temporal dynamics of a lattice that is given by a 2D 
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network of nonlocally coupled Nekorkin maps which model neuronal activity. The network behavior is studied for periodic and no-flux boundary conditions. It is shown that for certain values of the coupling parameters, rotating spiral waves and spiral wave chimeras can be observed in the considered lattice. We analyze and compare statistical and dynamical characteristics of the local oscillators from coherence and incoherence clusters of a spiral wave chimera. Furthermore, effects of mutual and external synchronization of spiral wave structures in two coupled such lattices are studied. We show numerically that spiral wave structures, including spiral wave chimeras, can be synchronized and establish the mechanism of their synchronization. Our numerical studies indicate that when the coupling strength between the lattices is sufficiently weak, only a certain part of oscillators of the interacting networks is imperfectly synchronized, while the other part demonstrates a partially synchronous behavior. If the spatiotemporal patterns in the lattices do not include incoherent cores, imperfect synchronization is realized for most oscillators above a certain value of the coupling strength. In the regime of spiral wave chimeras, the imperfect synchronization of all oscillators cannot be achieved even for sufficiently large values of the coupling strength.
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1. Introduction
When studying the behavior of complex ensembles and networks of coupled nonlinear oscillators, the formation of various spatio-temporal patterns and their evolution are in the focus of research in nonlinear dynamics with applications to physics, chemistry, biology, and beyond [1–18].
In the last 15 years, the attention of specialists in nonlinear dynamics and related scientific fields was focused on the studies of so-called "chimera states" [19-22]. These states are characterized by the coexistence of clusters of oscillators with coherent (synchronous) and incoherent (asynchronous) dynamics in the ensemble space. Of particular interest is the synchronization of chimera states in multicomponent systems and networks. Recently, various synchronization scenarios in multiplex and multilayer [23-31] networks were studied, such as generalized synchronization [32], inter-layer (external and mutual) synchronization [33-38], relay (remote) synchronization [39,40], explosive synchronization [41-44]. Among a large variety of chimera states [35,45-72], here we concentrate on so-called "spiral wave chimera structures" which are observed in 2D ensembles of coupled nonlinear oscillators [10,22,73-86]. These were typically found in the case of nonlocal coupling topology of network elements. These structures represent spiral waves which rotate around incoherent cores. The network elements in the regions of rotating spiral waves are characterized by coherent dynamics, while the elements inside the incoherent cores oscillate asynchronously. We note that spiral wave chimeras were observed in both numerical and experimental [78] studies of the dynamics of 2D ensembles whose individual oscillators are described, as a rule, by systems of ordinary differential equations.
In this paper we study the spatio-temporal dynamics of a 2D lattice of nonlocally coupled discrete-time systems. The network node is described by a two-dimensional nonlinear map proposed in the paper [87]. The Nekorkin map models the dynamics of a single neuron and can serve as a universal discrete model for describing the neuronal activity. During our numerical studies of the 2D lattice of coupled Nekorkin maps we observe spiral wave structures and spiral wave chimeras which are similar to those realized in ensembles of coupled phase or FitzHugh-Nagumo oscillators. It shoud be noted that simulating a large ensemble of coupled maps requires much less calculation time as compared with similar computations for ensembles of coupled differential systems. This circumstance is undoubtedly an important advantage which enables one to expand the area of computing and studying of complex networks of coupled oscillators.
In our work we consider two types of boundary conditions, periodic (torus) and no-flux (plane), and show that qualitatively, the results practically do not depend on their choice. In a spiral wave chimera regime, we analyze and compare dynamical and statistical characteristics of the network oscillators. Furthermore, effects of synchronization of spiral wave chimera structures have not been studied yet, and we describe numerical results for mutual and external synchronization of spiral wave structures in two coupled 2D lattices consisting of nonlocally coupled map-based neuron models [87].
2. Single Nekorkin map
Before focusing on the study of two coupled 2D lattices we describe briefly the dynamics of a single Nekorkin map which is a simple model for neuronal dynamics [87]. It is defined by the following equations:
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where
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is a variable that describes the dynamics of the membrane potential of the nerve cell,
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is a variable that relates to the cumulative effect of all ion currents across the membrane, functions
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The parameter
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determines the characteristic time scale of 
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controls the level of the membrane depolarization
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determine the excitation threshold of bursting oscillations,
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represents discrete time. Despite its simplicity, this map can describe a number of basic modes of neuronal activity [88] when the control parameters are varied. These modes include spike-bursting chaotic oscillations, subthreshold oscillations, as well as the regime of single, periodic and chaotic spike generation [87].
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	Figure 1: (a) Phase portrait, (b) time series
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In our studies we are especially interested in the dynamical regime of the map (1), which relates to spike oscillations. This mode is exemplified in Fig. 1, where the phase portrait and time series for the variable
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are plotted respectively. The corresponding phase portrait represents a closed invariant curve. The maximal Lyapunov exponent in this regime is (up to numerical inaccuracy) zero, and the second one is negative. Thus, we can conclude that the map (1) dynamics reflects a quasi-periodic mode in a lifted continuous-time system [89]. However, as clearly seen from Fig. 1b, the time series of the variable
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is nearly periodic, and the rotation number for the invariant curve (Fig. 1a) is very small, i.e., 
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In this case, the trajectory shifts on a very small angle per iteration that leads to the observation of nearly periodic oscillations and the invariant curve is very similar to a limit cycle. This fact is also confirmed by numerical results for the autocorrelation function. The latter decays gradually and very slowly as a consequence of nearly periodic oscillations (Fig. 1c).
3. 2D lattice of coupled Nekorkin maps
We choose the Nekorkin map (1) as the individual element in a two-dimensional
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lattice of nonlocally coupled oscillators. The network equations are as follows:
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Where 
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are indices for nonlocal neighbors. The sum denotes nonlocal coupling of range
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in a square domain. The network (4) is analyzed for both periodic
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and no-flux [90]
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boundary conditions. The double index of variables  
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 encodes the position of corresponding oscillators on the two-dimensional lattice. The parameter 
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 The numerical results show that when the nonlocal coupling strength
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 are varied, the model (4) can demonstrate all the typical spiral wave patterns, including spiral wave chimeras, which were observed earlier.

The dynamics of the network (4) is analyzed when the individual element (the map (1)) operates in the spike oscillation mode (Fig. 1). In our simulations we use initial conditions randomly and uniformly distributed in the intervals 
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 Examples of spatio-temporal patterns which arise in the network (4) of locally coupled maps, i.e., when 
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 are shown in Fig. 2 for increasing values of the coupling strength 
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 and for two types of boundary conditions. The upper panel shows snapshots of 
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 in the case of no-flux boundary conditions (5) and the lower panel depicts snapshots of 
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 the individual elements behave as if they are uncoupled. An incoherent mode with small coherence clusters is realized at rather small values of 
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). When the coupling strength increases and becomes sufficiently strong, e.g., 
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 smooth coherent patterns are observed in the lattice (Fig. 2c,f). Spiral wave structures are found in the network when 
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 takes intermediate values. Examples are depicted in Fig. 2b,e for 
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 As can be seen from Fig. 2, the obtained patterns do not dramatically differ from each other for different types of boundary conditions.
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	Figure 2: Snapshots of the 
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variable in the network (4) for different values of the coupling strength 
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(a,d) 0.003, (b,e) 0.018, (c,f) 0.027. The upper and lower panels depict snapshots for no-flux and periodic boundary conditions, respectively. Other parameters:
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We now explain how we obtain spatio-temporal patterns in the network (4) when the coupling parameters are varied. We use random initial conditions as specified above. Whenever we observe a spiral wave pattern for the coupling range 
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we continue our calculation by changing the coupling parameters using the pattern of the previous simulation as an initial condition. Our calculations show that the observed spatio-temporal patterns strongly depend on the coupling range. Examples are shown in Fig. 3 for different values of 
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 in the case of no-flux boundaries. Following our calculation scheme described above, we observe the spatio-temporal pattern at 
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 (Fig. 3a) and then increase the coupling range
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	Figure 3: Spiral wave pattern and spiral wave chimeras in the lattice (4) for no-flux boundaries. Snapshots of 
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 for increasing values of the coupling range: (a)
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	Figure 4: Spiral wave pattern and spiral wave chimeras with several incoherent cores in the network (4) for periodic boundary conditions. Snapshots of  
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for increasing values of the coupling range: (a)
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incoherent core appears near the lattice center and is surrounded by the rotating spiral wave (Fig. 3b). This means that a spiral wave chimera state is observed. A further increase in the coupling range leads to an increase of the size of the incoherent core (Fig. 3c), which is now strictly located at the lattice center.
Spiral wave patterns and spiral wave chimeras can also be found for periodic boundary conditions when the coupling range 
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increases. The number of incoherent cores also increases as 
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goes up (Fig. 4).
4. Two coupled 2D lattices of Nekorkin maps
We now couple two 2D lattices each described by the network (4) of 
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 nonlocally coupled Nekorkin maps. The coupling between the lattices is assumed to be mutual. This means that only corresponding oscillators of the lattices are mutually coupled via their coordinates, i.e., in a multiplex configuration. In this case the coupled lattices are described by the following system of equations:
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where variables 
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The correlation coefficient 
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 is widely used when synchronization of coupled oscillators is studied [60,91]. The corresponding oscillators are assumed to be synchronized if 
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5. Numerical results for mutual synchronization
The parameters of the individual map (1) are set as in Section II. The coupling strengths between the lattices are assumed to be 
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 in the case of mutual synchronization. We consider the dynamics of the coupled lattices (7) when the coupling strength 
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 is varied. In our simulations spatio-temporal patterns in the network (4) are obtained as follows. We use random initial conditions distributed in the intervals 
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	Figure 5: Snapshots of (a) 
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	Figure 6: (a) Number of synchronous oscillators 
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a spiral wave pattern in each uncoupled lattice at 
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we use this as initial condition and continue our calculation by changing the coupling parameters. First, we choose simple but non-identical spiral wave structures which are realized in the lattices when they are uncoupled. These patterns are exemplified in Fig. 5a,b. As can be seen from Fig. 5с, when the mutual coupling 
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 is turned on, the resulting structure in the network (7) differs from the initial patterns in both lattices (Fig. 5a,b) and represents a certain intermediate regime due to the mutual coupling which is invasive. The topology of this spiral wave structure is preserved, but the wavelength of the spiral wave in Fig. 5c does not coincide with that of the initial structures (Fig. 5a,b). We measure the wavelength for each pattern by taking a cross section through the spiral center and then compare the wavelengths.

Our calculations show that different oscillators in the lattices are synchronized at different values of the interlattice coupling strength 
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 depicted in Fig. 6c clearly indicates that there is a certain number of desynchronized oscillators which are located in the center of the lattices. For these oscillators the correlation coefficient 
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 Hence, we can state that partial synchronization takes place in this case. The regime of partial synchronization is characterized by the coexistence of synchronous and asynchronous oscillators in the interacting lattices. As can be seen from Figs. 5c,6c, the asynchronous oscillators correspond to the core of the spiral wave. Almost complete synchronization of all elements is achieved when 
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	Figure 7: Snapshots of (a) 
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	Figure 8: (a) Number of synchronous oscillators
[image: image161.wmf](

)

}

>

r

{N

j

i,

s

0.95

:

in dependence on the interlattice coupling strength 
[image: image162.wmf]γ,

distribution of the 
[image: image163.wmf]j

i,

r

 values at (b)
[image: image164.wmf]0.02,

=

γ

(c)
[image: image165.wmf]0.06

=

γ

with
[image: image166.wmf]4,

=

R

x



 EMBED  [image: image167.wmf]22.

=

R

u





We now consider mutual synchronization of a coherent spiral wave and a spiral wave chimera with single core pictured in Fig. 7. Numerical calculations show that the topology of spiral wave structures essentially depends on the coupling ranges 
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 Particularly, the number of incoherent cores changes when 
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are varied. When the lattices are uncoupled, a spiral wave pattern is realized in the first lattice (Fig. 7a) and a spiral wave chimera is observed in the second one (Fig. 7b). The synchronous structure which results from the mutual synchronization of the two coupled lattices (7) is presented in Fig. 7c. Our numerical results indicate that the effect of partial synchronization manifests itself more brightly in this case. Moreover, as follows from Fig. 8a, a larger interlattice coupling strength 
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is needed to synchronize most of the oscillators in the lattices. At the same time, the number of oscillators which remain desynchronized increases (Fig. 8c) as compared with Fig. 6c. The distribution of the correlation coefficient 
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 is shown in Fig. 8b. A comparison of the results presented in Figs. 5,6 and Figs. 7,8 shows that the number of desynchronized oscillators increases when the incoherent core appears.
6. Numerical results for external synchronization
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	Figure 9: Snapshots of (a) 
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	Figure 10: (a) Number of synchronous oscillators
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We now analyze the case of external synchronization when the interlattice coupling is introduced unidirectionally from the elements of the second lattice, which is the driver network, to the corresponding elements of the first lattice, which is the response network. Thus, we set 
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in (7). The results of numerical simulations are shown in Figs. 9–10 for two different spiral wave chimera structures realized in the driver lattice. When the lattices are uncoupled, a spiral wave chimera is established in the second (driver) lattice (Fig. 9b) and a coherent spiral wave is realized in the first (response) lattice (Fig. 9a). The partial external synchronization which takes place in the coupled lattices starting with 
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(Fig. 10a) results in the synchronous state shown in Fig. 9c. However, as can be seen from Fig. 10C, the oscillators in the incoherent core of the spiral wave chimera (in the center of the lattice in Fig. 9c) are desynchronized and this feature is preserved for sufficiently large values of 
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 Moreover, the incoherent core corresponds exactly to the incoherent core in the resulting synchronous pattern (Fig. 9c). The number of desynchronized oscillators grows when the number of incoherent cores increases. Our numerical studies have shown that this effect is general for both mutual and external synchronization.
7. Conclusions

We have studied the dynamics of a two-dimensional network of discrete-time maps with nonlocal interaction. The local dynamics of the network element is defined by the Nekorkin map which is a universal discrete model of the neuronal activity. This map can describe a variety of different dynamical modes, including chaotic spike-bursting oscillations, subthreshold and spike oscillations.

We have shown for the first time that the 2D lattice of coupled map-based neuron models can demonstrate all typical spatio-temporal structures, including spiral wave patterns and spiral wave chimeras, which are similar to those observed in 2D networks of nonlocally coupled phase oscillators, FitzHugh-Nagumo models, reaction-diffusion models, chemical oscillators, etc. The network dynamics has been explored for two types of boundary conditions, periodic (toroidal) and no-flux (plane) and it has been shown that the resulting patterns have not changed qualitatively depending on the choice of boundary conditions. Our studies have demonstrated that the spiral wave chimeras can be observed within finite ranges of variation of the nonlocal coupling paratemers and the multi-core chimeras can be obtained when the coupling range
[image: image194.emf]R

x

increases.

Our numerical studies have convicingly shown that a simple discrete-time system in the form of the Nekorkin map, that describes well a rich variety of the neuronal activity, can be chosen and used as individual element of a complex network for further extended analysis of the properties and characteristics of spiral wave patterns and spiral wave chimeras. We have analyzed numerically the mutual and external synchronization of two coupled lattices consisting of nonlocally coupled Nekorkin maps. Our numerical studies have shown that these synchronization effects are characterized by several important features. First, if each of the uncoupled lattices exhibits simple spiral wave structures, imperfect (almost complete) synchronization of oscillations of most corresponding elements of the two lattices can occur for a sufficient value of the
coupling strength
[image: image195.emf]γ .

We note that in the case of mutual synchronization, the resulting synchronous structure differs from the initially established modes in the uncoupled lattices. This effect is typical and has also been encountered when mutual synchronization of two oscillators with limit cycles [92] was considered. Complete synchronization cannot be achieved even with a significant increase in the coupling strength, if one of the lattices exhibits a spiral wave chimera pattern for zero interlattice coupling. The second peculiarity consists of the fact that not all oscillators are almost completely synchronized when the lattices are coupled mutually or unidirectionally. A certain number of oscillators remain desynchronized while most of them demonstrate imperfect (almost complete) synchronization. This effect takes place even in the case of simple (single-core) initial patterns in both lattices and is enhanced when the initial spiral wave chimera in one of the interacting lattices has multiple cores. It has been shown that the transition from a spiral wave chimera structure with a single core to a spiral wave chimera with several cores is characterized by an increase in the number of unsychronized oscillators.
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40. Sawicki J., Omelchenko I., Zakharova A., Schöll E. Delay controls chimera relay synchronization in multiplex networks. Phys. Rev. E, 2018, vol. 98, pp. 062224.
41. Zhang X., Boccaletti S., Guan S., Liu Z. Explosive synchronization in adaptive and multilayer networks. Phys. Rev. Lett., 2015, vol. 114, pp. 038701.
42. Leyva I., Sendia-Nadal I., Sevilla-Escoboza R., Vera-Avila V. P., Chholak P., Boccaletti S. Relay synchronization in multiplex networks. Sci. Rep., 2018, vol. 8, pp. 8629.
43. Leyva I., Sendia-Nadal I., Boccaletti S. Explosive synchronization in mono and multilayer networks. Disc. and Cont. Dyn.Syst. Ser. B, 2018, vol. 25, pp. 1931.
44. Kachhvah A. D., Jalan S. Delay regulated explosive synchronization in multiplex networks. New J. Phys., 2019, vol. 21, pp. 015006.
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67. Sawicki J., Omelchenko I., Zakharova A., Schöll E. Chimera states in complex networks: interplay of fractal topology and delay. Eur. Phys. J. Spec.Top., 2017, vol. 226, pp. 1883–1892.
68. Rybalova E., Semenova N., Strelkova G., Anishchenko V. Transition from complete synchronization to spatio-temporal chaos in coupled chaotic systems with nonhyperbolic and hyperbolic attractors. Eur. Phys. J. Spec. Top., 2017, vol. 226, pp. 1857–1866.
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